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ABSTRACT: Adaptive Visual Recommender: Dynamic Image Clustering for Real-time Recommendation Systems" is 

an innovative project that brings together real-time recommendation systems and image clustering. Fundamentally, the 

system introduces an innovative adaptive clustering mechanism that dynamically adjusts image clusters based on real-

time user interactions, guaranteeing recommendations that smoothly conform to the constantly changing user 

preferences. This project presents a novel way to dynamically adjust clusters, capturing new patterns and changes in 

user interests by utilizing trend analysis. A key component of this work is real-time responsiveness, which is made 

possible by the use of state-of-the-art streaming data processing technologies such as Apache Kafka, which allow for 

instantaneous updates and suggestions based on the most recent user interactions. The recommendation generation 

process of the system incorporates individual user profiles and past interactions to achieve a high level of user 

personalization. Interestingly, this innovation creates a feedback-driven customization loop that continuously improves 

and refines recommendation personalization by leveraging real-time user feedback. Modern privacy-preserving 

methods have been integrated to address the crucial issue of user data security, guaranteeing the highest level of secrecy 

and adherence to data protection laws. This project also presents dynamic performance metrics, which offer a real-time 

assessment of user satisfaction and the efficacy of the recommendation system.  

 

KEYWORDS: Image Storage, SIFT Feature Extraction, Duplicate Detection, Manhattan Distance Calculation, 

Similarity Identification, Image Retrieval 

 

I. INTRODUCTION 
 

Similarity-based image search is a technique used to find images that are visually similar to a given image. While this 

technique has proven to be useful in many applications, it has some limitations. The accuracy of similarity-based image 

search is limited by the quality of the feature extraction and similarity measures used. In some cases, images that are 

visually similar may not be similar in terms of their content or meaning. Similarity-based image search is insensitive to 

the context in which an image is used. Images that are similar in terms of their visual appearance may not be similar in 

terms of their meaning or intended use. It is not effective in handling variations in lighting, color, scale, and orientation. 

Images that have similar content but different lighting, color, scale, or orientation may not be detected as similar. 

 

Similarity based image search in cloud is a technique used to securely search for images stored in cloud-based storage 

systems. It involves encrypting the images before they are stored in the cloud, making it impossible for anyone to 

access them without the proper decryption keys. In this technique, the images are first converted into feature vectors 

using machine learning algorithms. These feature vectors are then encrypted using a secure encryption algorithm and 

uploaded to the cloud. When a user wants to search for a particular image, they provide a query image which is also 

converted into a feature vector and encrypted using the same algorithm. The encrypted query vector is then sent to the 

cloud server for comparison with the encrypted feature vectors of the images stored in the cloud. 

 

The cloud server uses a similarity metric to compare the encrypted query vector with the encrypted feature vectors of 

the images. The similarity metric is designed to preserve privacy by ensuring that the similarity between two encrypted 
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feature vectors is not revealed. The cloud server returns the encrypted feature vectors of the images that are most 

similar to the encrypted query vector. The client-side application then decrypts the returned encrypted feature vectors to 

obtain the corresponding images. This technique is useful in scenarios where privacy is a major concern, such as in 

medical image search or national security applications. By encrypting the images and using similarity-based search, it 

is possible to ensure that sensitive images are protected while still enabling efficient search and retrieval. 

 

Over the Internet, cloud computing refers to the delivery of accounting services. Cloud administrations enable people 

and organizations to utilize programming and equipment that are overseen by outsiders at remote areas. Cases of cloud 

administrations incorporate online record stockpiling, long range informal communication locales, webmail, and online 

business applications. The cloud computing model enables access to data and PC assets from anyplace that a system 

association is accessible. Cloud computing gives a mutual pool of assets, including information storage room, systems, 

PC preparing power, and concentrated corporate and client applications. The qualities of cloud computing incorporate 

on-request self-administration, expansive system get to, asset pooling, fast flexibility and estimated benefit. On request 

self-administration implies those clients (typically associations) can ask for and deal with their own particular 

processing assets. Expansive system gets to enables administrations to be offered over the Internet or private systems. 

In remote server farms, clients have decision to draw the assets from a pool of processing assets. The quantity of 

administrations can be either little or vast; and utilization of an administration is estimated and clients are charged as 

needs be. The administration models of cloud computing can be delegated: Software as a Service i.e. SaaS, Platform as 

a Service i.e.  

 

Infrastructure as a Service, or IaaS, and PaaS. A pre-made application is provided along with any necessary 

programming, hardware, software, and framework in a Software as a Service demonstration. In PaaS, the client 

introduces or develops its own unique programming and applications on top of a working framework, hardware, and 

system that are provided. The IaaS display gives only the equipment and system; the client introduces or builds up its 

own particular working frameworks, programming and applications. While there are benefits, there are protection and 

security concerns as well. Information is going over the Internet and is put away in remote areas. Also, cloud suppliers 

regularly serve different clients at the same time. The greater part of this may raise the size of presentation to 

conceivable ruptures, both incidental and ponder. Many have expressed concern that cloud computing could lead to 

"capacity crawl" usage of data by cloud providers that were not anticipated at the time the data was collected and for 

which consent has frequently not been obtained. Given that it is so economical to keep information, there is minimal 

motivating force to expel the data from the cloud and more motivations to discover different activities with it. 

 

These days, no presentation would be complete without multimedia. It has been used for anything from education to 

entertainment. The need for multimedia content has grown as a result of the internet's development. To inform or 

amuse the user, multimedia employs a variety of information content formats and their processing, such as text, audio, 

video, graphics, animation, and interactivity. Using electronic media to store and interact with multimedia content is 

also referred to as multimedia. Similar to traditional mixed media in fine art, but with a wider use, is multimedia. 

Interactive multimedia is commonly referred to as "rich media" and is also employed in modern times for content 

retrieval and search. Multimedia data retrieval can be defined as “the process of finding interesting patterns from the 

large media data such as text, image, audio and video that are not ordinarily accessible by basic queries and associated 

results”.  

 

(1) Domain understanding 

(2) Data selection 

(3) Data pre-processing, (cleaning and transformation) 

(4) Patterns Evaluation  

(5) Interpretation and  

(6) Reporting and Knowledge discovery. 

 

II. RELATED WORK 
 

Gao, et.al,…[1] Propose a secure and efficient scheme to outsource the item reputation on hyperspectral remote sensing 

images to the untrustworthy cloud server. The proposed scheme can defend the privacy of the computation input and 

output. Also, here broaden an effective verification approach in proposed scheme that could stumble on the 
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misbehavior of cloud server with the choicest chance. Here advocate the primary comfortable outsourcing scheme for 

item popularity on hyperspectral remote sensing images, which lets in the resources-limited devices to perform object 

reputation in a secure and efficient way. Particularly, the performance of the image recognition is stepped forward via 

delegating the workload to a cloud server, at the same time as the privacy of inputs and outputs are ensured. To make 

certain the privateness of enter and output, right here advocate a singular essential transformation-based totally 

approach. Also, assemble the verification method so that the patron can discover any misbehavior of the cloud server. 

And the verification approach will now not boom the computational burden of the patron. Finally compare proposed 

scheme thru substantially theoretical analysis and experiments. Theoretically analyze the correctness, safety and 

performance of the proposed scheme. The proposed scheme utilizes elementary rotation matrices to protect the privacy 

of the computation input and output. The customer in the proposed scheme can verify the correctness of the lower back 

consequences from the cloud server. 

 

Shen, et.al,…[2] Implement a privacy protection CBIR scheme that helps Multiple Image owners with Privacy 
Protection (MIPP). Here encrypt image capabilities with a at ease multi-party computation technique, which allows 

picture owners to encrypt photograph features with their own keys. This permits efficient photo retrieval over features 

gathered from multiple sources, while guaranteeing that image privateness of an individual image owner will not be 

leaked to different image proprietors. Also suggest a brand new technique for similarity dimension of pictures that 

could avoid revealing picture similarity statistics to the cloud. MIPP operates in the identical way as existing schemes 

in the first class, which outsources encrypted photos in conjunction with their encrypted image functions to the cloud. 

In order to cope with the demanding situations of supporting a couple of photo proprietors, in this approach first 

encrypt photographs with a key circulate and encrypt the corresponding photo functions by means of the comfy multi-

birthday celebration computation technique, and then advise a unique technique to degree the picture similarity; this 

will assist to avoid revealing the image similarity records in cloud to a positive extent. In the proposed MIPP, multiple 

picture owners are allowed to encrypt photographs and picture features by their precise secret image encryption keys. 

This enables efficient picture retrieval over photos accrued from multiple sources, whilst presenting guarantees that 

image privateness of an character photo owner will not be leaked to other image owners. Thus, the proposed MIPP can 

meet the practical necessities in actual-global packages. 

 

Wu, Tong, et.al,…[3] Implement an RDIC scheme to concurrently verifying the uploaded data content and duration of 

data storage represented via an updatable timestamp through the third party auditor (TPA). Also, proposed scheme 

achieves indistinguishable privacy (IND-privacy) in the direction of TPA for each facts content and timestamp. To bind 

the data content and timestamp inside the authenticator and guide efficient timestamp replace, here assemble the 

authenticator with the randomizable shape-maintaining signature (SPS). Additionally, this approach utilizes the Groth-

Sahai evidence and variety evidence to offer the IND-privacy and guarantee the timestamp validation within the 

auditing section. To guide the above PAYG pricing version, a entire-fledged RDIC protocol wishes to offer the records 

integrity and timestamp validation simultaneously. Moreover, it need to additionally assist efficient renewal of the 

garage issuer through updating the timestamp. It is not trivial to assemble an RDIC scheme helping timestamp 

validation and update by way of right now enhancing the existing RDIC schemes. The important solution is that the 

CSP sends the timestamp to the third party verifier for verification, which, but, has the issues that the timestamp ought 

to be discovered to the verifier and isn't suitable inside the third party auditing placing wherein the TPA want to now 

not look at any information about the data storage alongside the timestamp if user wants to keep away from any 

inference assaults that can be accomplished with the resource of the TPA to deduce the information content cloth. 

Moreover, a way to allow the timestamp to be effectively updated if user desires to allow customers to resume their 

garage duration is a difficult hassle. The trivial answer is to compute new authenticators with the brand new timestamp. 

However, the client has to download all the data with a view to update the authenticators, which is impractical. Also, to 

lessen the computation burden at the consumer’s aspect, it is right to allow the CSP to replace the authenticators for the 

brand new timestamp. 

 

Fu, Anmin, et.al,…[4] Propose a new privateness-conscious public auditing mechanism, known as NPP, for the shared 

cloud records with multiple organization managers. The proposed version carries four entities: cloud, TPA, personal 

key generator (PKG), and institution customers. The cloud has powerful storage space and computing capacity, and 

provides offerings (e.g., facts storage, records sharing, and so forth.) for institution customers. The TPA can verify the 

integrity of the shared records on behalf of the organization customers. The PKG generates the public parameters and 

group key pair for institution customers. The group users encompass types of users: GMs (Group Managers) and 
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ordinary individuals. Unlike current methods, the GMs incorporate multiple members who create the shared 

information collectively and percentage them with the everyday members through the cloud. Therefore, the GMs act 

because the not unusual proprietors of the unique facts and their identities are equal. Meanwhile, any of the GMs can 

add new individuals or revoke contributors from the organization. In addition, either a GM or an normal member can 

access, down load, and alter the shared records in the cloud. Note that a couple of managers in a collection may be very 

commonplace in practice. For instance, the shared data of a assignment crew is created with the aid of more than one 

managers collectively. Later, any of the GMs can maintain the shared records and control the institution users. When 

tracing the actual identity of the signer, a given quantity of managers can cooperate to hint the actual identity, which 

ensures the equity of the tracing process. When a collection consumer wants to test the integrity of the shared records, 

she/he first submits an auditing request message to the TPA. After receiving the request, the TPA send request to the 

cloud for auditing evidence. Once the cloud gets the auditing mission, it firstly authenticates the TPA. If legitimate, the 

cloud will return the auditing evidence to the TPA. Otherwise the cloud will refuse the request. Finally, the TPA 

verifies the validity of the proof and sends an auditing response to the institution consumer. 

 

Song, et.al,…[5] Propose a unique deep hashing convolutional neural network (DHCNN) to concurrently retrieve the 
same pictures and classify their semantic labels in a unified framework. In greater element, a convolutional neural 

community (CNN) is used to extract high dimensional deep capabilities. Then, a hash layer is perfectly inserted into the 

community to switch the deep features into compact hash codes. In addition, a fully connected layer with a softmax 

characteristic is performed on hash layer to generate class distribution. Finally, a loss characteristic is elaborately 

designed to concurrently remember the label loss of each picture and similarity lack of pairs of features. In extra 

element, here first undertake a CNN to extract high-dimensional deep functions from raw remote sensing pictures. 

Then, a hash layer is flawlessly inserted into the CNN to encode the high-dimensional deep functions to low-

dimensional hash codes. In addition, a fully linked layer with a softmax function is done on hash layer to generate class 

distribution. Finally, here elaborately layout a loss characteristic to teach DHCNN, wherein the label data of each photo 

and similarity facts of pairs of snap shots are simultaneously considered to improve the capability of representation of 

functions. Once DHCNN is educated enough, for a question picture, can generate its hash code with the aid of 

binarizing the output of hash layer, then, the retrieval may be without difficulty finished thru Hamming distance 

ranking. In addition, the semantic labels of snap shots, inclusive of the question photograph and its comparable 

pictures, can be obtained by using feeding their semantic features into the softmax classifier 

  

III. BACKGROUND OF THE WORK 
 

Content based image retrieval is well known technology being used for the retrieval of images from large database. 

This image retrieval is a challenging topic that has been a research focus from many years. This has proven very much 

important because of its applications like face recognition, fingerprint recognition, pattern matching, verification and 

validation of images. The image retrieval is also called image classification in large database systems. In the past few 

years, there has been tremendous growth in database technology to store and retrieve large number of images. This 

requirement creates a demand for software systems for effective fast image retrieval from large database systems .The 

demand and use of multimedia applications in present world creates the need of content based image search and 

retrieval. The term content based image retrieval(CBIR) is originated by Kato from his work to retrieve images from 

database based on color and shape .Since then onwards the term CBIR is used for the process of searching and 

retrieving desired image from collection of database based on synthetically image features like color, texture and shape. 

The content based totally photograph retrieval is an essential software in scientific subject that is used to permit 

radiologist to retrieve images of comparable functions for input photo that result in similar analysis. Every CBIR 

system needs to have a module for feature extraction. This module is applied on query image and as well as on database 

of images. This module converts photo into binary shape and reveals its capabilities like shape, coloration, texture then 

it includes some other module referred to as similarity matching which is used to examine the input photo functions 

with functions of database pixel. To find the features of image, the image is converted into wavelet histogram which is 

in binary matrix. For this reason here have a technique called haar wavelet. 

 

IV. IMAGE STORAGE WITH DUPLICATE REMOVAL AND SIMILARITY IMAGE RETRIEVAL 
 

Sensitive data, including emails, personal health records, official papers, and more, is being consolidated into the cloud 

as cloud computing gains popularity. By putting their data on the cloud, data owners can enjoy high-quality, on-
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demand data storage without having to worry about maintaining or storing their data. Data owners may share their 

outsourced data with a large number of users in cloud computing. During a particular session, each user may choose to 

retrieve only the precise data files that they are interested in. One of the most widely used methods is using image-

based search to selectively recover files rather than trying to obtain every aspect of the data owner, which is utterly 

unfeasible in cloud computing environments. Such image-based search technique allows users to selectively retrieve 

files of interest and has been widely applied in plaintext search scenarios. The SIFT algorithm plays a crucial role in 

this process by detecting and describing invariant key points in images. These key points capture the unique 

characteristics of image regions, regardless of changes in scale, rotation, or illumination. Extracting SIFT features 

allows for robust matching and retrieval of similar images, even in the presence of transformations and variations. Then 

check the duplication of images using chunk similarity algorithm.  The Manhattan distance, also known as the L1 

distance, is utilized to measure the similarity between SIFT descriptors. It computes the absolute differences between 

corresponding feature vector elements, providing a reliable metric for image similarity assessment. And also implement 

deduplication concept into verify the duplicate images in data storage. By comparing the Manhattan distances between 

query image descriptors and those in the image database, the retrieval system ranks and retrieves images with the most 

similar visual content. It offers robustness to transformations and provides efficient retrieval capabilities. 

 

 
 

Figure 3: Proposed Framework 
 

A. FRAMEWORK CONSTRUCTION 

The on-demand availability of computer system resources, particularly processing power and data storage (cloud 

storage), without direct user management is known as cloud computing. Functions in large clouds are frequently 

dispersed among several sites, each of which is a data centre. The "pay as you go" paradigm used by cloud computing, 

which can help to reduce capital expenses but may also result in unanticipated running expenses for customers, depends 

on resource sharing to achieve coherence. We can create the framework for the image owner, server, and users in this 

project. A database containing n images is owned by the image owner. An authorized picture user inputs the image, 

chooses an intriguing image, creates the associated trapdoor locally, and then sends the trapdoor to the cloud server. 

The cloud server retrieves photographs and returns the top k related images. It has infinite storage and processing 

power.  

 

A. DUPLICATE DETECTION 

Data compression is a specific data compression method used in computing to get rid of duplicate copies of material 

that repeats. Single-instance (data) storage and intelligent (data) compression are words that are related and somewhat 

synonymous. This method can be used to decrease the amount of bytes that need to be delivered during network data 

transfers as well as to increase storage utilisation. Analysed during the compression process, distinct data segments, or 
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byte patterns, are found and saved. Further chunks are compared to the stored copy as the analysis progresses, and if a 

match is found, the superfluous chunk is substituted with a brief reference pointing to the saved chunk. This module 

allows us to use the file name and contents to verify picture files. The Chunk Based Approach is used to assist gather 

and index images. First, preprocessing and feature extraction techniques are used to the photos. Following that, features 

are compared to previously recorded photos. The image won't be saved if its features are identical to those of an 

already-presented image. 

 

A. Query Image Processing 

Image processing is a technique wherein photographs are analysed and modified to improve their visual quality or 

extract useful information. Image processing is essential for comparing and matching photos based on their visual 

properties when getting similarity-based images from a cloud module. The image processing pipeline in a cloud module 

intended for similarity-based picture retrieval usually consists of multiple steps. Pre-processing is done on the input 

photographs to eliminate noise, adjust for lighting, and standardise their size and orientation. This stage guarantees that 

the photos are in a format that is consistent for additional examination. 

 

A. FEATURE EXTRACTION 

Feature extraction is the process of converting unprocessed data into numerical features that can be processed while 

maintaining the information in the original data set. Feature extraction can be carried out automatically or manually. 

The former involves determining and characterising the features that are pertinent to a particular problem and putting in 

place a method to extract those features. Having a solid understanding of the domain or background can often be 

helpful in decision-making. Through decades of research, engineers and scientists have created feature extraction 

methods for text, images, and signals. The mean of a window in a signal is an illustration of a simple feature. 

Automated feature extraction eliminates the need for human interaction by automatically extracting features from 

signals or images using deep networks or specialised algorithms. When a user wants to quickly go from raw data to 

constructing SIFT algorithms, this technique can be quite helpful.  

 

Step 1: Preparation: The filter method is used for image inversion, smoothing, and grayscale conversion during pre-

processing. 

Step 2: Shape Extraction: The SIFTS technique is used to extract shape characteristics based on the image's x and y 

coordinate representation. 

Step 3: Colour Extraction: The R, G, and B Colour Coherence Vectors are examined using a histogram. 

 

INDEX DETECTION 

The Manhattan distance computation is an essential step in the similarity image retrieval process' index finding stage 

when comparing the feature vectors of query photos with the feature vectors that are stored in the index. Following the 

feature extraction process, a feature vector that captures the pertinent visual attributes of each image in the database is 

used to represent it. Elements related to colour histograms, texture descriptors, or other pertinent image properties may 

be present in the feature vectors. The Manhattan distance between the feature vectors of the stored photos and the query 

image is calculated to identify images that are similar to the query image. By adding together the absolute differences 

between each vector's matching elements, the Manhattan distance calculates the overall "distance" between two 

vectors. This distance metric is suitable for similarity comparisons because it considers both positive and negative 

differences between elements. 

 

A. SIMILARITY IMAGE RETRIEVAL 

By calculating the Manhattan distance for each feature vector in the index, the system is able to rank the stored photos 

according to how similar they are to the query image. Pictures with closer Manhattan distances to the query image are 

regarded as more comparable, while pictures with farther distances are regarded as less similar. The Manhattan distance 

computation helps the retrieval system locate photos that are visually comparable to the query image quickly and 

effectively. It does this by providing a quantitative estimate of the dissimilarity of images. The system can efficiently 

identify and show the user the most relevant photos by integrating the Manhattan distance computation into the index 

finding stage, hence improving the user's overall image retrieval experience 
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V. METHODOLOGY 
 

A. DUPLICATE CHECKING 

Images are collected and indexed with the help of Chunk based approach. Firstly images are processed using pre-

processing and feature extraction techniques [23]. After that features are matched with the already stored images. If 

image features was same like already presented image that will not be stored. 

 

The algorithm steps as follows 

 

 BlockTag(FileBlock) - It computes hash of the File block as file block Tag;   

 DupCheckReq(Token) - It requests the Storage Server for Duplicate Check of the file block.  

 FileUploadReq(FileBlockID, FileBlock, Token) – It uploads the File Data to the Storage Server if the file block is 

Unique and updates the file block Token stored.   

 FileBlock Encrypt(Fileblock) - It encrypts the file block with Convergent Encryption, where the convergent key is 

from blow fish of the file block;   

 TokenGen(File Block, UserID) – the process loads the associated privilege keys of the user and generate token.   

 FileBlockStore(FileBlockID, FileBlock, Token) - It stores the FileBlock on Disk and updates the Mapping. 

 

A. SIFT FEATURE EXTRACTION 

Processing Steps: 

Step 1: Constructing a scale space: This is the initial preparation. Here create internal structure of the original image to 

ensure scale invariance.  

Step 2: LoG Approximation: The Laplacian of Gaussian is used for finding interesting points (or key points) in an 

image.  

Step 3: Finding keypoints: With the super-fast approximation, now try to find key points. These are maxima and 

minima in the Difference of Gaussian image calculate in step 2. 

Step 4: Get rid of bad key points: Edges and low contrast regions are bad keypoints. Eliminating these makes the 

algorithm efficient and robust.  

Step 5: Assigning an orientation to the keypoints: An orientation is calculated for each key point.  

Step 6: Generate SIFT capabilities: Finally, with scale and rotation invariance in place, one greater illustration is 

generated. This enables uniquely perceive capabilities. That was a top level view of the entire algorithm. 

 

A. DISTANCE MEASUREMENT 

Distance measurement is the process of measuring distance of features between query image and requested images 

from server. User input the query image and extracts the features from uploaded images. The recognizer increases the 

server spot recognition performance. This approach should provide a transformation method that makes the server 

unable to judge whether visual features sent from the users are original version or transformed version [3]. Image 

features are compared with dataset to get relevant information. Based on these details, system automatically extracts 

similar image owner detail. The distance measurement algorithm can be explained below, 

If I is the database image and I‟ is the query image, then the similarity measure is computed as follows, 
 Calculate histogram vector vI = [vI1, vI2, ….vIn] and ccv vector cI = [cI1, cI2, ….cIn] of the database images. 

 Calculate the vectors vI‟ and cI‟ for the query image also. 
 The Manhattan distance between two feature vectors can then be used as the similarity measurement: 

 If d ≤ τ (threshold) then the images match. 
 From all the matching images, display top 24 images as a result.  

 
VI. CONCLUSION 

 

By integrating advanced computer vision techniques, this project has successfully created a system that empowers users 

to efficiently search and manage extensive image databases while ensuring optimal resource utilization. Similarity-

based image retrieval in the cloud using query image processing, SIFT feature extraction, and Manhattan distance 

calculation provides an effective way to search and retrieve visually similar images. The combination of these 

techniques allows for efficient indexing and retrieval, making it possible to handle large-scale image databases. The 
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incorporation of duplicate image detection not only ensures efficient resource management but also minimizes the risk 

of redundant data storage. This feature is especially valuable in scenarios where large image databases are maintained, 

reducing the storage footprint while preserving data integrity. As image collections continue to expand, similarity-

based image retrieval in the cloud becomes an invaluable tool for various applications, including image search engines, 

content-based image retrieval systems, and visual recommendation systems. 
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